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A B S T R A C T

Examining the altered arrangement and patterning of sulcal folds offers insights into the mechanisms of neu
rodevelopmental differences in psychiatric and neurological disorders. Previous sulcal pattern analysis used 
spectral graph matching of sulcal pit-based graph structures to assess deviations from normative sulcal patterns. 
However, challenges exist, including the absence of a standard criterion for defining a typical reference set, time- 
consuming cost of graph matching, user-defined feature weight sets, and assumptions about uniform node dis
tribution. We developed a deep learning-based sulcal pattern analysis to address these challenges by adapting 
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prototype-based graph neural networks to sulcal pattern graphs. Additionally, we proposed a prototype inverse- 
projection for better interpretability. Unlike other prototype-based models, our approach inversely projects 
prototypes onto individual node representations to calculate the inverse-projection weights, enabling efficient 
visualization of prototypes and focusing the model on selective regions. We evaluated our method through a 
classification task between healthy controls (n = 174, age = 15.4 ± 1.9 [mean ± standard deviation, years]) and 
patients with congenital heart disease (n = 345, age = 15.8 ± 4.7) from four cohort studies and a public dataset. 
Our approach demonstrated superior classification performance compared to other state-of-the-art models, 
supported by extensive ablative studies. Furthermore, we visualized and examined the learned prototypes to 
enhance understanding. We believe our method has the potential to be a sensitive and understandable tool for 
sulcal pattern analysis.

1. Introduction

Sulcal patterning refers to the global patterning of the position, 
arrangement, number, and size of sulcal folds and their intersulcal re
lationships. Sulcal patterning strongly regulates the spatiotemporal dy
namics of cortical expansion and folding (Im et al., 2017). Primary sulcal 
folds exhibit interrelated developmental patterns, reflecting the optimal 
organization of functional cortical areas under tight genetic control. 
Disruptions in the global patterning of primary sulci occur due to al
terations to neurodevelopmental processes in various brain malforma
tions and psychiatric and neurological disorders (Barkovich et al., 2012; 
Im et al., 2013b, 2016; Nakamura et al., 2007). Therefore, regional 
features of sulcal folds and their inter-sulcal relationships should be 
considered when identifying abnormal sulcal patterns (Im et al., 2017, 
2013b; Ortinau et al., 2019). However, visual detection of changes in the 
interrelated arrangement and patterning of sulcal folds is challenging, 
necessitating quantitative sulcal pattern analysis (SPA) to analyze neu
rodevelopmental disabilities in the human cerebral cortex (Im et al., 
2013b; Tarui et al., 2023).

We have developed a comprehensive quantitative method to analyze 
sulcal patterns using a graph structure with primary sulcal pits (the 
deepest local points of sulci) as nodes derived from magnetic resonance 
imaging (MRI) data (Im et al., 2017, 2011, 2013b; Morton et al., 2020, 
2021; Ortinau et al., 2019; Tarui et al., 2018) (Fig. 1). The mean simi
larity index between individual sulcal pattern graphs and a set of sulcal 
graphs from healthy controls was calculated using spectral graph 
matching to measure deviations from typical sulcal patterns. Previous 
studies have demonstrated the sensitivity of this technique in detecting 
abnormal sulcal patterning and altered brain development across 
various disorders, including congenital heart disease (CHD) 
(Asschenfeldt et al., 2021; Maleyeff et al., 2024a; Morton et al., 2020, 
2021; Ortinau et al., 2019), developmental dyslexia (Im et al., 2016), 

ventriculomegaly (Tarui et al., 2023), isolated agenesis of the corpus 
callosum (Tarui et al., 2018; Vasung et al., 2020), and cerebral mal
formations (Bae et al., 2014; Im et al., 2013b). Despite recent advances, 
this method has several limitations. First, this method relies on a typical 
subject set determined by inconsistent criteria, such as a subset of the 
dataset being analyzed (Im et al., 2011, 2013b), an external typical 
control cohort (Morton et al., 2020), and template brains (Im et al., 
2017; Tarui et al., 2023). Selecting typical subjects may introduce bias 
or fail to represent healthy controls adequately. While more extensive 
typical subject sets can mitigate these issues, the spectral matching al
gorithm presents a challenge to conventional SPA. To calculate sulcal 
pattern similarity, large affinity matrices Mi,j of dimensions NiNj × NiNj 
for each graph G i are constructed using all graphs G j, ∀ j = 1,…, |D T |

from the typical subject set D T, where Ni and Nj denote the number of 
nodes of the target graph pair G i, and G j, respectively. Constructed 
affinity matrices Mi,j are then used to build a subset of consistent as
signments guided by their eigenvectors, demanding high computation 
time and memory resources. These computation requirements impede 
similarity calculations with a large number of typical subjects, limiting 
the generalizability of the method. Second, spectral graph matching 
usually assumes equal contributions across sulcal pits to calculate the 
similarity index. However, patients with developmental disease may 
exhibit marked differences in sulcal patterns in specific brain regions 
(Im et al., 2013b, 2016; Morton et al., 2020, 2021). Third, geometric 
features for nodes are weighted to define inter-graph node correspon
dence and relative importance during target graph matching (Im et al., 
2011, 2013b). Previous studies repeated the estimation of similarity 
indices using different weights and statistically compared the similarity 
indices. However, this approach cannot explicitly ensure optimal weight 
set selection.

Recently, graph neural networks (GNNs) have garnered attention for 
addressing complex relationships between graph nodes in various real- 
world graph tasks (Defferrard et al., 2016; Gilmer et al., 2017; Kawa
hara et al., 2017). Among these high-performance GNNs, 
prototype-based models follow a concept-based learning approach 
where class representative patterns (prototypes) are learned and used 
during the reasoning process, akin to human decision-making processes 
(Alvarez Melis and Jaakkola, 2018; Keswani et al., 2022; Rymarczyk 
et al., 2022; Zheng et al., 2019). Specifically, prototype-specific simi
larities are computed by comparing the most important part of an in
dividual input graph with class-specific prototypes. These similarity 
values are then used to inform the probability of the input graph 
belonging to a specific class for classification. Extensive studies have 
demonstrated the ability to learn trustworthy explanations without 
sacrificing predictive performance (Bécigneul et al., 2020; Dai and 
Wang, 2022; Ragno et al., 2022; Vincent-Cuaz et al., 2022; Zhang et al., 
2022).

Interestingly, prototype-based GNNs and our previous graph-based 
SPA utilize class-representative patterns (prototypes and subject sets) 
to quantitatively assess the similarity between individual samples and 
specific class-representative patterns. However, unlike SPA, GNN pro
totypes are learned from training samples in a data-driven manner, 
enhancing model generalizability. Prototype-based models enforce 

Fig. 1. Illustration of the construction of the sulcal pattern graph. For each 
cortical surface (a), we constructed a sulcal pattern graph (b), wherein each 
sulcal pit (a white circle) served as a node in the graph. Sulcal pits (graph 
nodes) were connected by an edge when their sulcal basins met, and we utilized 
geometric features such as the position and depth of the sulcal pits and the area 
of the corresponding sulcal basin to represent the graph nodes. In the figures in 
this paper, sulcal pits in regions other than the left-temporal lobe were omitted 
for simplicity. It is noteworthy that we utilized whole brain sulcal pits for 
our analyses.
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diverse (Rymarczyk et al., 2021; Zhang et al., 2022) and 
class-representative (Kang et al., 2022; Wang et al., 2021) prototype 
patterns via various constraints, overcoming issues with existing typical 
subject sets in SPA. Consequently, prototypes enable larger training 
graphs without necessitating affinity matrices for all training graphs. 
Furthermore, input geometric features can be considered using the 
optimal weight sets through trainable parameter optimization in 
deep-learning-based models. However, the concerns regarding the un
equal contribution of nodes remain. This challenge might be overcome 
by including additional modules, such as subgraph extraction networks, 
into GNNs. These modules can extract and consider the most crucial 
parts (e.g., specific brain regions) from entire graphs, albeit at the cost of 
computational complexity and time (Zhang et al., 2022). Furthermore, 
mapping learned prototypes in the latent space using input data enables 
visualization (Gautam et al., 2022). To achieve this, recent 
prototype-based models have been applied to various mechanisms, 
including a prototype decoder (Gautam et al., 2022; Ragno et al., 2022), 
and prototypes have replaced the nearest part of the training sample 
during training (Rymarczyk et al., 2022; Zhang et al., 2022). However, 
these approaches introduce challenges to the training process and in
crease model complexity.

This study proposes a solution involving a prototype-based GNN 
mechanism called the prototype inverse-projection (PIP). Specifically, 
prototypes are inversely projected onto all nodes in individual graphs 
rather than directly projecting individual graph representations onto 
learnable prototypes (Fig. 2). The inverse-projection weights linking 
prototypes and nodes are used to calculate the prototype-specific simi
larity scores for subsequent classification tasks. This mechanism enables 
the model to prioritize the most important subgraph while the learned 
prototypes can be spatially delineated using inverse-projection weights. 
We evaluated the proposed model by applying the model to sulcal 
pattern graphs from patients in CHD cohorts to investigate atypical 
sulcal patterning. CHD is the most common congenital abnormality and 
is associated with impaired neurogenesis and neurodevelopmental dis
abilities (Marelli et al., 2016; Mebius et al., 2017; Wernovsky, 2006). 
Recent MRI-based studies have shown that abnormal neurodevelopment 
in CHD is associated with region-specific brain vulnerability, including 
delayed gyrification and atypical sulcal folding patterns (Clouchoux 
et al., 2013; Olshaker et al., 2018; Ortinau et al., 2019). Thus, we set a 
binary classification problem (CHD vs. healthy controls) and compared 
the performance of the proposed model with those of other 
state-of-the-art GNNs and existing prototype-based GNNs. Extensive 
ablation studies were performed to explore various configurations of the 

proposed model. Furthermore, we performed group-level visualization 
of the learned prototypes by mapping individual prototype-specific 
inverse-projection weights onto a brain surface model in a common 
space.

2. Related works

2.1. Quantitative cortical folding pattern analysis

Although the precise mechanisms underlying human-specific sulcal 
folding patterning have not been fully investigated, it is widely accepted 
that cortical sulcal patterning is a pattern-specific folding process rather 
than a random one (Rakic, 1988). To quantify abnormalities of sulcal 
patterns, pioneer MRI studies have characterized cortical growth and 
folding development by capturing various structural features such as the 
gyrification index, mean cortical surface curvature, sulcal depth, sulcal 
length, and sulcal area (Clouchoux et al., 2013; Lefèvre et al., 2015; 
Wright et al., 2014; Zilles et al., 1988). For example, Duan et al. con
structed multi-view curvature features on inner cortical surfaces to 
explore representative folding patterns of infant brains (Duan et al., 
2019). Guillon et al. utilized 3D skeleton maps of grey matter and the 
cerebrospinal fluid union to identify rare cortical folding patterns 
(Guillon et al., 2024). Chamfer distance map based on the skeleton was 
cropped and then fed into a beta variational auto-encoder model to 
encode the relative folding characteristics of the left central sulcus re
gion in the latent space.

2.2. Primary sulcal folding pattern

To better understand the mechanisms of typical and atypical cortical 
sulcal folding patterns, it could be crucial to observe early sulcal folds 
that occur in developing brain before third trimester (Lohmann et al., 
2008). Since the first sulcal folds may develop into the deepest local 
points of sulcal fundus regions with spatial stability, in vivo MRI has been 
used for identifying sulcal pits to reflect putative early sulcal folds in 
mature brains (Im et al., 2010; Lohmann et al., 2008). Im et al. first 
proposed a comprehensive and quantitative SPA to quantify abnormal
ities in primary sulcal patterns by applying a spectral graph-matching 
algorithm to pairs of primary sulcal pattern graphs between an indi
vidual and a pre-defined set of typical subjects (Im et al., 2011). This 
approach has since been widely adopted to detect altered sulcal patterns 
in various diseases (Im et al., 2016; Maleyeff et al., 2024b; Morton et al., 
2020, 2021; Ortinau et al., 2019; Tarui et al., 2018, 2023). Meng et al., 
also developed a primary sulcal pattern graph-based method to mine the 
common patterns of cortical folding (Meng et al., 2018). They con
structed a comprehensive similarity matrix for the entire dataset by 
adaptively fusing the matrices from six distinct metrics, such as sulcal pit 
depth and area, to capture the complementary information. Yadav et al. 
proposed a population-based graph-matching approach that accounts 
for the significant inter-individual variability in the topology of sulcal 
graphs (Yadav et al., 2023). Moreover, these authors explored the po
tential of graph representation learning by applying GNN for gender 
classification task (Yadav et al., 2024).

2.3. Prototype-based networks for the image domain

A growing body of literature in computer vision explores accurate yet 
interpretable image classification models by integrating case-based 
reasoning into networks. Prototypical part networks (ProtoPNet) 
(Chen et al., 2019) and TesNet (Wang et al., 2021) stand as the most 
representative works, wherein a prototypical layer captures activation 
patterns through the comparison of important image segments with 
class-specific and learnable prototypes, preceding the fully connected 
classification layer. This concept was refined by adopting a data-driven 
merging-pruning process (Rymarczyk et al., 2021) and a neural decision 
tree (Nauta et al., 2021) to reduce the number of prototypes for better 

Fig. 2. Graphical representation of the (a) prototype projection and (b) 
prototype inverse projection (PIP). (a) Prototype projection was used to es
timate prototype similarity for each prototype in existing prototype-based 
models. (b) In contrast, PIP inversely projects the prototypes onto the repre
sentations of nodes in individual graphs to identify the most relevant regions 
(nodes) with the highest inverse projection weights for each prototype. CLS. 
denotes downstream classification task.

H. Kwon et al.                                                                                                                                                                                                                                   



Medical Image Analysis 102 (2025) 103538

4

effectiveness. Rymarczyk et al. (2022) introduced a differentiable pro
totype assignment by adopting a prototype pool for the soft assignment 
of prototypes. Gautam et al. (2022) defined three properties of 
prototype-based models and proposed a variational autoencoder-based 
prototypical network (ProtVAE) designed to enforce transparent, 
diverse, and trustworthy models.

2.4. Graph representation learning

GNNs are promising methods that are used for major graph repre
sentation tasks, including graph classification, edge prediction, and 
node classification (Corso et al., 2020; Gasteiger et al., 2018). In recent 
years, the most widely used methods for GNNs have learned node rep
resentations by gradually aggregating local neighbors, which is known 
as message-passing (Dwivedi et al., 2023; Hamilton et al., 2017; Kipf and 
Welling, 2016). Among these, the graph convolutional networks (GCN) 
provide a localized first-order approximation of Chebyshev filters on 
graphs for a simplified graph propagation rule that bridges the gap be
tween spectral and spatial graph convolutions (Kipf and Welling, 2016). 
GraphSage is one of the most representative spatial GNNs, in which the 
aggregation function adopts a sampling strategy for each node 
(Hamilton et al., 2017). Graph attention networks (GATs) employ 
attention mechanisms to learn relative weights between the target node 
and its neighbors (Bresson and Laurent, 2017; Velickovic et al., 2017). 
Furthermore, Xu et al. explored the expressive power of the GNNs based 
on the Weisfeiler-Lehman Isomorphism Test (Leman and Weisfeiler, 
1968; Xu et al., 2018). Although this model was proposed to improve 
theoretical limitations of message-passing GNNs, it can be interpreted as 
a GCN (Dwivedi et al., 2023).

2.5. Prototype-based GNNs

Despite advances in prototype-based image models, little effort has 
been made for GNNs. As the closest analogy to prototype-based models 
in the image domain, ProtGNN was introduced to focus on graph clas
sification tasks (Zhang et al., 2022). The closest subgraphs were iden
tified from training graphs for each prototype by employing a Monte 
Carlo tree search algorithm to interpret learned prototype vectors in 
latent space. However, the learned prototypes are inherently limited to 
parts of the training dataset, and the tree-searching algorithm is 
time-consuming. Ragno et al. (2022) adapted ProtoPNet and TesNet to 
focus on graph and node classification tasks in the graph domain. They 
assumed that individual node embedding encapsulates latent informa
tion of k-hop subgraphs surrounding the node and compared this node 
embedding with prototypes. In contrast, ProtoPNet and TesNet used 
patches in the image for comparison. A prototype-based self-explainable 
GNN (PxGNN) uses a graph generator to construct prototype graphs 
based on learned prototype embeddings (Dai and Wang, 2022). Specif
ically, a graph-based autoencoder is pretrained using a training dataset 
with reconstruction loss concerning connectivity and node attributes, 
which is subsequently used during training for the primary task. How
ever, the authors imposed a stringent regularization constraint to pro
duce realistic prototype graphs using the graph generator, ensuring that 

the initialized prototypes from the pretrained generator remain 
unchanged.

3. Materials and method

3.1. Dataset

In this study, we included MRI datasets of patients with CHD and 
healthy controls from previously published studies: single ventricle 
(SV)-CHD (Morton et al., 2020), transposition of the great arteries 
(TGA)/tetralogy of Fallot (ToF)-CHD (Morton et al., 2021), and Pedi
atric Cardiac Genomics Consortium (PCGC) (Maleyeff et al., 2024a; 
Morton et al., 2023; Richter et al., 2020) cohort studies. These studies 
were approved by the Boston Children’s Hospital (BCH) institutional 
review board (SV-CHD and TGA/ToF-CHD cohort studies) or the central 
Institutional Review Board (PCGC cohort study). Reliance agreements 
were approved at each study center for the multicenter cohort. Written 
informed consent was obtained from the participants (aged ≥18 years) 
or their parents or guardians (aged <18 years). We enrolled participants 
in the SV-CHD cohort between 2010 and 2012. Participants with 
SV-CHD were recruited using the inclusion and exclusion criteria 
described in our previous study (Morton et al., 2020). Healthy control 
participants of a similar age were recruited from local pediatric prac
tices, our institutional adolescent clinic, and through posted notices. The 
exclusion criteria from the National Institutes of Health (NIH) MRI study 
of normal brain development were applied to the participants (Evans 
and Group, 2006). Patients with ToF-CHD were enrolled from 2004 to 
2008 at the BCH with the inclusion and exclusion criteria as previously 
described (Morton et al., 2021). The inclusion criteria for TGA-CHD 
were (1) diagnosis of TGA with or without a ventricular septal defect 
and (2) planned arterial switch surgery at 3 months of age. Patients with 
TGA-CHD were recruited between 1988 and 1992 with the same in
clusion and exclusion criteria described in the previous study (Maleyeff 
et al., 2024b). A group of healthy control adolescents was recruited 
using the exclusion criteria of the NIH MRI study of healthy participants. 
For the PCGC cohort, participants from our previous study were enrolled 
using the same inclusion and exclusion criteria (Maleyeff et al., 2024a). 
Finally, we included a publicly available dataset of healthy controls from 
the Human Connectome Project (HCP) (Van Essen et al., 2012) (22–25 
years, 53 % male sex, released in November 2014), as in our previous 
study (Morton et al., 2020). Our study included 345 patients with CHD 
(115 SV-CHDs, 92 TGA-CHD, 41 ToF-CHD, and 97 patients with CHDs 
from the PCGC cohort) and 174 healthy controls without CHD (45 
controls from the SV-CHD cohort, 49 controls from the TGA/TOF-CHD 
cohort, and 80 controls from the HCP) (Table 1).

3.2. MRI acquisition

In the SV-CHD cohort, MRI was acquired using a 1.5-T General 
Electric Twin-speed magnetic resonance scanner for subjects with 
implanted cardiovascular devices or coils or a 3-T General Electric sys
tem (General Electric Medical Systems). For the TGA/ToF-CHD cohort, 
an MRI was performed using a 1.5 Tesla GE Twin Speed magnetic 

Table 1 
Participant characteristics for each cohort.

Variable 
(CHD/non-CHD)

SV-CHD TGA/ToF-CHD PCGC–CHD HCP All

n 115/45 133/49 97/0 0/80 345/174
Age at MRI 14.8±3.0/ 

15.5±2.5
15.8±1.0/ 
15.4±1.2

17.2±8.0/ 
-

-/ 
23.6±1.1

15.8±4.7/ 
15.4±1.9

Male sex 67 (59 %)/ 
26 (58 %)

97 (73 %)/ 
20 (41 %)

56 (59 %)/ 
-

-/ 
42 (53 %)

220 (64 %)/ 
88 (51 %)

Mean ± standard deviations are reported for age at MRI (years). For Male sex, data are expressed as n (%) for male participants.
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resonance scanner at the BCH. By using a T1-weighted 3D spoiled 
gradient recalled steady-state sequence, patients were scanned without 
sedation using the following parameters: repetition time (TR)/echo time 
(TE) = 7 ms/2.8 ms, flip angle = 8∘, acquisition matrix = 256 × 256, 
field of view (FOV) = 256 mm, slice thickness = 1 mm (3T), and TR/TE 
= 40 s/4 s, flip angle = 20∘, acquisition matrix = 256 × 192, FOV = 240 
mm, and slice thickness = 1.5 mm (1.5T). MRI acquisition in the PCGC 
cohort closely followed the Adolescent Brain Cognitive Development 
Study, as previously described (Maleyeff et al., 2024a). A neuroradiol
ogist inspected all images to ensure data quality and exclude structural 
abnormalities, including tumors, stroke, and major injuries.

3.3. Image preprocessing and cortical sulcal pattern graph construction

We used the FreeSurfer pipeline to process the images and extract 
cortical surfaces (Dale et al., 1999; Fischl, 2012; Fischl et al., 1999). This 
study used left and right white matter surfaces (gray/white matter 
boundaries). To ensure accuracy, we visually inspected the cortical 
surface of each participant. The global sulcal pattern was represented 
using a graph structure with sulcal pits and surrounding catchment 
basins decomposed from primary sulcal segments as nodes (Im et al., 
2010, 2011). We generated a sulcal depth map on the inner cortical 
surface using FreeSurfer and smoothed the map using a surface-based 
heat kernel smoothing with a full-width half-maximum of 10 mm to 
prevent over-extraction of the sulcal pits (Chung et al., 2005; Im et al., 
2010). We used this smoothed sulcal depth map to identify sulcal pits 
and their sulcal basins based on a watershed segmentation algorithm (Im 
et al., 2013b) (Fig. 1a). The sulcal pits were connected to an edge in the 
sulcal graph representation if their sulcal basins coincided. Each node 
had geometric features, comprising the sulcal area, sulcal depth, and 3D 
position of the sulcal pit (Fig. 1b). Moreover, we compared basic sta
tistics, such as the number of nodes, of the sulcal pattern graphs between 
CHD patients and healthy controls using linear regression model, 
adjusting for age and sex (Y = β0 + β1age+ β2sex+ β3group, where Y 
denotes one of the statistics). As shown in Table 2, the number of nodes, 
and edges, mean sulcal area, and mean sulcal depth were not signifi
cantly different between two groups.

3.4. Proposed model: PIP

In this section, we describe the architecture of the proposed PIP 
methodology. As shown in Fig. 3, the PIP consists of four key compo
nents: (1) a graph encoder, (2) a prototype inverse-projection layer, (3) a 
prototype similarity layer, and (4) a prediction layer.

3.4.1. Preliminaries
We set 

{
G i, yi

}N
i=1 as the training dataset, where G i is an input in

dividual sulcal pattern graph for subject i and yi ∈ {1, …, C} is the 
corresponding class label for the graph (C is the number of classes). The 
graph G i can be denoted as (Vi,Ei) with a set of nodes Vi and edges Ei ∈

Vi × Vi. We let Ai ∈ {0,1}|Vi |×|Vi | denote an adjacency matrix describing 
the topology of the graph G i. The set of nodes Vi is associated with the 

attribute matrix Xi =
[
x1

i ,x2
i ,…,x|Vi |

i

]T
, where xv

i ∈ Rdinput× 1 denotes the 

input node feature vector for node v ∈ {1, …, |Vi|} in subject i. dinput 

represents the number of input feature dimensions.
We used sulcal pattern graphs defined on the whole brain for each 

individual. Based on the surface model constructed using the FreeSurfer 
algorithm, we initially have pairs of mid-surfaces for the left and right 
hemispheres, resulting in two independent sulcal pattern graphs. Thus, 
we combined them by concatenating the node feature matrices and 
constructing a block diagonal adjacency matrix. Specifically, the node 
feature matrix Xi and an adjacency matrix Ai can be obtained as follows: 

Xi = concat
(

Xleft
i ,Xright

i

)
(1) 

Ai =

⎡

⎣
Aleft

i 0
0 Aright

i

⎤

⎦ (2) 

where concat(⋅) denotes the matrix concatenation operation, and 

Xleft
i ∈ R|Vleft

i |×dinput , and Xright
i ∈ R|Vright

i |×dinput are node feature matrix for left, 
and right hemisphere. |Vleft

i |, and |Vright
i | denote the number of nodes for 

each hemisphere. Similarly, Aleft
i ∈ {0,1}|V

left
i |×|Vleft

i |, and Aright
i ∈

{0,1}|V
right
i |×|Vright

i | denote adjacency matrices for each hemisphere.

3.4.2. Node embedding
We first calculated node hidden embeddings H =

[
h1,h2,…,h|V|

]T, 
where hv ∈ Rd× 1 using multilayer perceptron (MLP) with a hidden layer 
for each node v ∈ {1, …, |V|}: 

hv = U2(ReLU(U1xv)). (3) 

ReLU(⋅) is a rectified linear unit activation function, and 
U1 ∈ Rd×dinput , and U2 ∈ Rd×d are trainable parameters. We present the 
equations without the bias terms and subject indices for notational 
convenience. We then applied a message-passing-based GNN (GraphS
age) to the node embeddings to learn node representations (Hamilton 
et al., 2017). With the input node embedding z0

v = hv, the GNN com
prises L layers, and the updating rule for layer l is as follows: 

zl+1
v = ReLU

(

Wlconcat

(

zl
v, (1 /N v)

∑

u∈N v

zl
u

))

(4) 

where N v is the number of neighboring nodes for node v. Wl ∈ Rd× 2d is 
a trainable parameter for layer l. For each layer, node representation zl+1

v 
was l2− normalized before passing to the following layer.

3.4.3. PIP
Following the concept reasoning paradigm, we had trainable proto

type patterns Pc =
{

pc,k ∈ Rd× 1
}K

k=1 
for all classes c ∈ {1, …, C}. 

Before calculating the similarity scores, the prototype patterns were 
inversely projected onto the subspace spanned by the learned node 

representations ZL =
[
zL

1, zL
2,…, zL

|V|

]T
. Based on previous work on nat

ural language processing (Bahdanau et al., 2014), an attention-based 
network was used to estimate inverse-projection weights. Formally, an 
inverse-projection weight ωpc,k

v between the k − th prototype pc,k from 
class c and the embedding vector zL

v of v − th node was calculated as: 

ωpc,k
v = θT

2
(
tanh

(
Θ1concat

(
pc,k, zL

v
)))

(5) 

where Θ1 ∈ Rd× 2d, and θ2 ∈ Rd× 1 are trainable parameters and tanh(⋅)
denotes the hyperbolic tangent activation function.

Table 2 
Basic statistics of sulcal pattern graphs for each group.

Group β±SE P value

CHD Control

# of nodes 168.50±16.05 170.06±14.44 3.34±3.94 0.40
# of edges 934.16±93.47 944.32±85.12 18.12±23.17 0.44
Sulcal area 1120.00±76.36 1092.04±65.53 6.52±18.49 0.73
Sulcal depth 0.70±0.05 0.68±0.04 − 0.01±0.01 0.57

Mean ± standard deviation for each group (CHD, and Control) are reported. β: 
regression coefficient; SE: standard error.
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3.4.4. Prototype focal similarity

Once an inverse-projection matrix Ωc,k =
{

ωpc,k
v

}|V|

v=1
∈ R|V| × 1 ∀

{c, k} was obtained, a prototype-specific graph representation zpc,k
G 

was 
defined as: 

zpc,k
G =

(
ΩT

c,kZ
L
)T

(6) 

This can be considered an attention-based readout function 
involving prototype-specific pooling vector ΩT

c,k. Instead of applying a 
conventional readout function (e.g., readout using mean pooling vector 
ΩT

mean = [1/|V|,…, 1/|V|]T and sum pooling vector ΩT
sum = [1,…, 1]T), we 

used this prototype-specific graph representation to calculate similarity 
scores sim

(
zpc,k

G , pc,k
)

for each prototype as follows: 

sim
(
zpc,k

G , pc,k
)
= log

( (
‖ zpc,k

G − pc,k‖
2
2 +1

) / (
‖ zpc,k

G − pc,k‖
2
2 + ϵ

))
(7) 

As in Rymarczyk et al. (2022), we employed a focal similarity 
strategy that enabled the proposed model to focus on crucial parts of the 
input graph. The focal similarity maximizes the gap between the 
maximal and average similarity activations in the image domain. To 
calculate the focal similarity gpc,k ,z

pc,k
G 

between the prototype-specific 

graph representation and the prototype, we adapted the existing 
method based on the image domain to our graph-structured dataset as 
follows: 

gpc,k ,z
pc,k
G

= sim
(
zpc,k

G , pc,k
)
− sim

(
zmean

G , pc,k
)

(8) 

where zmean
G = ΩT

meanZL denotes the graph representation defined by the 
readout function with the mean pooling vector ΩT

mean.

3.4.5. Learning objective
To solve the problems associated with existing SPA, we considered 

an objective function, including cross-entropy loss and several con
straints in training our model. First, two cluster costs are used to make 
the learned prototypes class-representative and meaningful as follows: 

L clst,1 = 1/N
∑N

i=1
min

k
‖ z

pyi ,k
G i

− pyi ,k ‖
2

2
(9) 

L clst,2 = 1/C⋅K
∑C

c=1

∑K

k=1

min
i
‖ pc,k − zpc,k

G i
‖

2

2
(10) 

The minimization of the first term (L clst,1) requires that the training 
samples form clusters around the prototypes in the latent space. The 
second term (L clst,2) causes the learned prototypes to be close to at least 
one training sample, resulting in meaningful prototypes. Furthermore, 

the orthogonal cost was defined to encourage a diversity of prototypes as 
follows: 

L orth = 1/C
∑C

c=1
‖PcPT

c − IK‖F (11) 

where IK ∈ RK×K is the identity matrix and ‖ ⋅‖F denotes the matrix 
Frobenius norm operator. In summary, with the final classification layer 
consisting of fully connected layers f(⋅) : RC⋅K→[0,1]C and C⋅K similarity 

scores gi =

{

gpc,k ,z
pc,k
G i

}

c=1..C, k=1..K
∈ RC⋅K× 1 for each subject i, our opti

mization objective L was defined as: 

L = 1/N
∑N

i=1
CE(f(gi), yi) + λclst,1⋅L clst,1 + λclst,2⋅L clst,2 + λorth⋅L orth (12) 

where CE(⋅) denotes the cross-entropy loss and λclst,1, λclst,2, and λorth are 
hyperparameters for weighting each constraint.

4. Experiments

To evaluate the proposed model, we compared the classification 
performance of our PIP with those of black-box models and prototype- 
based GNNs. Ablation studies were conducted to investigate the ef
fects of the various configurations of the proposed model. We also 
visualized the prototypes learned from our model by aggregating the 
similarity scores from the inverse-projection matrix. Furthermore, the 
relationships between the prototypes were investigated for a better 
understanding.

4.1. Details of implementation

We split the data using 10-fold stratified cross-validation with 80 % 
training, 10 % validation, and 10 % test samples. We then reported the 
mean and standard deviation of the area under the ROC curve (AUC) for 
the test samples across 10 folds. A stochastic gradient descent optimizer 
adopting an early stopping strategy with an initial learning rate of 1e-3 
reduction for every 25 patients was employed. Training was performed 
for a maximum of 1000 epochs for each fold with a batch size of 48. The 
minimum learning rate was set to 1e-5. We set the momentum and 
weight decay to 0.9 and 5e-4, respectively. For classification, we set the 
number of prototypes per class to two (K = 2), resulting in four pro
totypes for the two classes (CHD vs. healthy control; C = 2). The node- 
embedding networks consisted of L = 2 layers with a hidden dimension 
d of 64. In the objective function, we set λclst,1, λclst,2, and λorth to 1, 0.1, 
and 0.5, respectively. All the hyperparameters were selected based on a 
grid search algorithm or related studies. We conducted all the experi

Fig. 3. Architecture of the proposed framework. After passing through the graph neural networks-based node embedding layer (GNN encoder), the learnable 
prototype vectors are inversely projected onto the node embeddings to calculate the inverse projection matrix using the attention-based module (Attention module). 
Then the inverse projection matrix is used to obtain prototype-specific graph-level representations for each prototype, and prototype-specific similarities are 
calculated by using them. Finally, a multi-layer perceptron (MLP) is utilized using these similarity values to estimate the class probability (Output Prob.) for 
classification.
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ments with an NVIDIA Titan V 12 GB GPU using the PyTorch framework.

4.2. Comparison with state-of-the-art models

We compared the classification performance of the proposed PIP 
with those of state-of-the-art black-box networks and prototype-based 
GNNs. An MLP consisting of two hidden layers and GNNs, including 
GCNs, GraphSage, and a GAT, was employed for black box bench
marking. The prototype-based GNNs were also compared with our 
proposed model. For ProtoPNet and TesNet, Ragno et al. (2022) used a 
global max-pooling readout layer using only the single most similar 
node for each prototype to adapt the original model in the image domain 
to graph-structured data. However, we hypothesized that a single node 
encoding only a subgraph of L-hop neighbors is insufficient for identi
fying abnormal sulcal patterning because of the interdependence of 
cortical areas. Thus, we modified these models slightly by utilizing the 
mean-pooling readout layer in addition to the max-pooling operator to 
enable the model to capture more global effects on abnormal cortical 
folding. We adopted an unofficial implementation because some 
benchmarking prototype-based GNNs are not publicly available. We also 
performed a non-parametric Wilcoxon signed-rank test (Wilcoxon, 
1992) to investigate whether the performance of the proposed model 
achieved significantly higher test AUC scores compared to the other 
models across training folds. Moreover, to verify the consistency of the 
proposed model, we trained it using five different random seeds. Except 
for the result from one seed reported here, the results from the other four 
random seeds were provided in the supplementary materials (Table S1). 
All codes, hyperparameters, and models used in this study are available 
at https://github.com/hookhy/surfacepip.

4.3. Ablative study

To investigate the effectiveness of the proposed PIP mechanism, we 
conducted an ablation study for various model configurations. Specif
ically, we replicated the classification analysis by modifying the model 
configuration using several approaches. First, we excluded the inverse- 
projection from the loss terms by modifying the cluster constraints in 
Eqs. (9) and (10) as follows: 

L̂ clst,1 = 1/N
∑N

i=1
min

k
‖ zmean

G i
− pyi ,k ‖

2
2

(13) 

L̂ clst,2 = 1/C⋅K
∑C

c=1

∑K

k=1
min

i
‖ pc,k − zmean

G i
‖

2
2

(14) 

where zmean
G i

= ΩT
i,meanZi

L denotes the graph representation for subject i 
defined by the readout function ΩT

i,mean ∈ R|Vi | × 1. This configuration 
mimicked the loss terms used in existing prototype-based models. Sec
ond, focal similarity was excluded in Eq. (8), resulting in a regular 
prototype similarity score between the prototype-specific graph repre
sentation and the prototype pattern, as follows: 

ĝpc,k ,z
pc,k
G

= sim
(
zpc,k

G , pc,k
)

(15) 

The only difference was that this configuration did not suppress the 
average similarity activations sim

(
zmean

G , pc,k
)
. Finally, the inverse- 

projection layers of the prototype were excluded from the architec
ture. In this setting, conventional prototype projection was performed 
for classification. We also performed an ablation study on loss con
straints by excluding the cluster term (λclst,2 = 0) or an orthogonal term 
(λorth = 0) from the final objective and calculating the cosine similarity 
matrix between the learned prototype patterns.

Finally, we conducted an ablation study on the number of prototypes 
per class K by replicating the classification experiment using different 
values of K.

Similarly to the classification experiments in Section 4.2, we also 
performed the Wilcoxon signed-rank test to investigate whether the 
performance variations of the proposed model are significantly higher 
than other configurations in these ablation studies.

4.4. Visualization of the PIP matrix

We visualized the inverse-projection matrix on the template brain 
surface model to interpret the learned prototypes better. The individual 
surfaces were aligned to the MNI ICBM152 surface template using sur
face registration (Boucher et al., 2009; Lyttelton et al., 2007). The sulcal 
pits with the top 10 % similarity values were identified for each subject 
by thresholding the inverse-projection weights. To consider the indi
vidual variance in the spatial distribution of sulcal pits, binary spheres 
with a diameter of 5 mm centered at the surviving sulcal pits were 
created by performing a distance transform on the surface. Frequency 
maps were constructed by overlaying the spherical regions of all the 
participants for each prototype on the template surface. Finally, the 
merged frequency maps were averaged by the number of participants to 
visualize the heatmap of the inverse-projection matrix for each 
prototype.

5. Results

5.1. Classification performance

We compared the classification performance of the proposed PIP 
with that of the other methods and reported the results in Table 3. Our 
model with GraphSage encoder achieved the highest test AUC with a 
small increase in the model parameters compared to other models. 
Specifically, the PIP corroborated trustworthy interpretability for sulcal 
pattern analysis by surpassing the black-box counterpart models, such as 
other GNNs and MLPs, unlike other prototype-based benchmarks. Tes
Net and ProtoPNet’s global counterparts achieved superior classification 
performances compared to the original models; however, they still 
showed less satisfactory results than our proposed model. Fig. 4 shows 
that the proposed model can learn class-representative prototypes. 
Visualization of the training graph embeddings and learned prototypes 
using t-SNE in the latent spaces revealed that the learned prototypes 
were well represented by a compact cluster centered around the training 
data points of the corresponding class. Furthermore, since we utilized 

Table 3 
Classification performances.

Model Test AUC # Params # Epochs Epoch/ 
Total

MLP† 61.7 ± 5.3 1793 206.6 0.80 s
GCN 70.5 ± 7.6 2977 295.8 0.90 s
GraphSage 71.7 ± 5.8 5025 214.0 1.05 s
GAT 71.8 ± 7.0 3105 228.4 1.17 s
ProtGNN 71.0 ± 7.4 4612 252.9 1.77 s
ProtoPNet† 59.8 ± 9.5 4612 267.6 5.17 s
TesNet 69.8 ± 8.9 4612 232.5 1.44 s
ProtoPNet*,† 61.3 ± 8.4 4612 294.7 4.51 s
TesNet* 68.4 ± 8.9 4612 253.5 2.61 s
PxGNN† 58.3 ± 11.5 5108 202.9 8.95 s
PIP (GCN) 70.1 ± 8.7 5832 647.8 4.10 s
PIP (GraphSage) 73.5 ± 5.6 6692 461.6 2.43 s
PIP (GAT) 70.5 ± 4.7 5960 558.7 4.70 s

Test mean ± standard AUC scores of all training folds are reported. Params, 
epochs, and epoch/total denote the number of trainable parameters, training 
epochs, and the average time in seconds per epoch, respectively. * denotes that a 
modified version of the model was applied. †: FDR-corrected P-value < 0.05 
significance in the Wilcoxon signed-rank test compared to the PIP (GraphSage). 
The classification performances of our models with different GNN-based encoder 
(PIP (GCN), and PIP (GAT)) are also reported.
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multicenter cohorts collected from different sites and scanning pro
tocols, potential bias due to site effects may exist. Therefore, we addi
tionally visualized the t-SNE latent space with cohort labels for each 
training embedding to investigate whether the learned prototypes and 
training embeddings have inadvertently captured biases due to site ef
fects (Fig. S1).

5.2. Ablative study

Table 4 shows the performances of various configurations of the 
proposed model. The model employing the modified cluster constraints 
achieved no loss in classification performance and performed slightly 
better than the proposed model. To explain this result, we examined the 
trained inverse-projection matrices of the training subjects, as shown in 
Fig. 5. The trained inverse-projection matrices exhibited a uniform 
distribution, as shown in Fig. 5a, indicating that this configuration did 
not provide any interpretation. However, our proposed model focuses 
on specific regions and provides better interpretability by showing 
diverse patterns for the inverse-projection matrices (Fig. 5c). When we 
removed the focal similarity and prototype inverse-projection layers, 
performance degradation was observed.

Table 5 shows that the proposed model achieved the best 

classification performance, supporting the effects of the cluster and 
orthogonal constraint terms in the final objective function. Moreover, 
we examined the inverse-projection matrices shown in Fig. 6 to better 
understand the effects of these constraint terms. Interestingly, we found 
that the elimination of the second cluster term (λclst,2 = 0) caused some 
of the prototypes to have inverse-projection weights that were too small 
(Fig. 6a). This demonstrates the limited interpretability of the model due 
to the absence of the second cluster term. Unlike the first cluster term 
(L clst,1) enforces the training samples to form clusters around the pro
totypes, the second cluster term (L clst,2) requires every prototypes to be 
meaningful by pushing them to be close to at least one training sample. 
Thus, without the second cluster term, certain prototypes could be 
excluded from model training due to a low gradient.

Moreover, when we removed the orthogonal term (λorth = 0), the 
trained inverse-projection matrices showed non-discriminative patterns 
between prototypes (Fig. 6b). This result indicates that the trained 
prototypes collapse into a single point, which is undesirable for 
prototype-based learning (Gautam et al., 2022). Quantitatively, the 
cosine similarities among the trained prototype vectors were close to 1 
when the orthogonal term was removed (λorth = 0). In contrast, the 
proposed model generated diverse prototypes exhibiting almost zero 
inter-prototype correlations (Fig. 7).

Next, we investigated the effect of the number of prototypes per class 
(K) among {1, 2, …, 20} and reported the results in Fig. 8. The upper 
bound for this grid search was defined based on the observation that the 
classification performance decreased after K=4. We suspect that either 
the classification task on CHD cohorts is too simple to learn the inherent 
and iconic sulcal patterns or that the lack of training data limits the full 
potential of the proposed model. As shown in the figure, the PIP with 
K = 2 and K = 4 achieved the best classification performance. Thus, we 
set K to 2 because a larger model with a larger K requires more memory 
and time. Moreover, the number of prototypes per class is expected to 
have a major influence on both classification performance and learnt 
prototype(s). However, the experiment reported on Fig. 8 suggests that 
the influence of K on the classification performance is relatively subtle. 
Thus, we explored the latent spaces by visualizing them in the same way 
as shown in Fig. 4 for each value of K, to assess whether the learned 
prototypes are sufficiently representative of the corresponding classes. 
As shown in the supplementary materials (Figs. S2–S4), the prototypes 
learned by the PIP appeared to be sufficiently representative, even when 
the number of prototypes set to be large, supporting our claim of 
generative ability in the proposed network. We concluded that the lack 
of significant performance improvements, despite a large number of 
prototypes per class, might be due to overfitting resulting from the 
limited size of the dataset.

5.3. Prototype analysis

The inverse-projection weights for each prototype are visualized in 
Fig. 9. The prototypes of the healthy control group were most strongly 
activated in similar regions, including the left transverse temporal gyrus, 
left precuneus, paracentral lobule, and right postcentral gyrus (Fig. 9a). 
They also had different activation patterns in the right superior temporal 
and right transverse temporal gyri and right paracentral lobule. In the 
case of prototypes of the CHD class, we observed that the first prototype 
(prototype 3 in Fig. 9b) had distinct patterns in specific regions in the left 
hemisphere, including the insula cortex, inferior parietal lobule, supe
rior temporal gyrus, and pericalcarine cortex, compared to prototypes of 
the healthy control class. However, the left paracentral lobule and left 
precuneus were not identified in the first prototype of the CHD class 
(Prototype 3), whereas the other prototypes showed high activation in 
these regions. The right superior temporal and right transverse temporal 
gyri had patterns similar to those of the first prototype of the healthy 
control class (prototype 1 in Fig. 9a). Finally, the second prototype of the 
CHD class (prototype 4 in Fig. 9b) showed high activation patterns in the 

Fig. 4. Visualization of training samples and learned prototypes. Because 
the different inverse projection weights for each prototype are applied to obtain 
the final graph-level representation, we show four different subfigures for each 
latent space corresponding to four different prototypes. The small blue and red 
circles denote training samples of the healthy control and CHD classes, 
respectively, and the four large circles denote the learned prototypes. We used 
t-distributed stochastic neighbor embedding (T-SNE) to obtain the 
latent spaces.

Table 4 
Classification performances for various configurations of the proposed model.

Model Test AUC # Params # Epochs Epoch/Total

w/o AC 73.6 ± 4.9 6692 376.9 2.76 s
w/o FS 72.1 ± 5.7 6692 454.2 2.59 s
PP 69.0 ± 5.4 6692 269.9 1.51 s
PIP (ours) 73.5 ± 5.6 6692 461.6 2.40 s

w/o AC: model trained without attentive constraints (Eqs. (13) and (14)); w/o 
FS: model trained without focal similarity (Eq. (15)); PP: model with prototype 
projection and without a prototype inverse-projection.
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regions identified by the prototypes of the healthy control class.
To provide deeper insight into the learned prototype patterns, we 

analyzed the inter-prototype relationships, as shown in Fig. 9c. The joint 
similarity distributions for each pair of prototypes were also investi
gated. The similarities for prototypes 1 and 4 were highly correlated and 
interestingly, patients with CHD had a higher similarity for prototype 4 

(and prototype 1), a relatively higher similarity for prototype 2, and 
lower similarity for prototype 3. Among healthy control subjects, in
dividuals showing higher similarity for prototype 1 (and prototype 4) 
exhibited the opposite trend (low similarity for prototype 2 and high 
similarity for prototype 3). These examples demonstrate that prototypes 
1 and 4 may have intermediate-level atypical patterns between patients 
with CHD and healthy controls. Conversely, the similarities for pro
totypes 2 and 3 showed a strong anti-correlation, and we found that 
these two prototypes could provide more discriminative patterns be
tween the two classes.

The fundamental concept of the quantitative sulcal pattern analysis 
is to detect subtle and global abnormalities in sulcal patterns that are 
hard to inspect visually. To capture the alterations in global sulcal pat
terns, we need to consider not only the geometric features of the sulcal 
folds themselves but also the interrelated arrangement and topology of 
these folds. Fig. 10 shows the example of individual cases who exhibit 
high and low output probabilities of healthy controls. As shown in 
Fig. 10, the inter-subject variability of complex sulcal patterns makes it 

Fig. 5. Inverse projection weights (y-axis) across nodes (x-axis) on two example subjects (Left: CHD patient. Right: healthy control) for various config
urations of the proposed model. Example cases include (a) a model without attentive constraints by using the mean pooling strategy in two cluster loss terms 
instead of using the inverse projection matrix (Eq. (13), and Eq. (14)), (b) a model without focal similarity, and (c) the proposed method. The blue and red colors 
indicate inverse projection weights for the healthy control and CHD classes, respectively.

Table 5 
Classification performances for various loss configurations of the proposed 
model.

Model Test AUC # Params # Epochs Epoch/Total

w/o clst2 70.9 ± 4.0 6692 405.8 2.65 s
w/o orth 69.6 ± 10.4 6692 337.3 2.51 s
PIP (ours) 73.5 ± 5.6 6692 461.6 2.43 s

w/o clst2: the model was trained without the second cluster constraint in Eq. 
(10); w/o orth: the model was trained without an orthogonal constraint in Eq. 
(11).

Fig. 6. Inverse projection weights (y-axis) across nodes (x-axis) on two example subjects (Left: CHD patient. Right: healthy control) for various config
urations of the proposed model. Example cases include (a) the model without the second cluster term (λclst2 = 0), (b) the model without the orthogonal term (λorth 
= 0), and (c) the proposed method. The blue and red colors indicate inverse projection weights for the healthy control and CHD classes, respectively.
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difficult to identify alterations in CHD patients by visual inspection, 
even though they have relatively high similarities for prototypes of CHD 
class (prototype 3 and 4) according to the proposed model.

Finally, we used t-SNE showing the latent space for all the prototypes 
along with ten training folds to highlight the consistency along with all 
the training folds (Fig. 11). Those learned prototypes were remarkably 
consistent across all training folds, supporting the generalizability of our 
proposed model.

6. Discussion

6.1. Effect of prototype-based GNNs on the SPA

In this study, we developed a deep learning-based SPA framework by 
adopting prototype-based GNNs and performed a CHD classification 
task on sulcal pattern graphs. The experimental results demonstrated the 

effectiveness of our approach, highlighting its ability to achieve the 
highest AUC score among state-of-the-art models. Moreover, the learned 
prototypes are consistent and can be regarded as superior alternatives to 
the typical subject set of conventional SPA in terms of diversity and 
capability to learn class-representative patterns (Im et al., 2011, 2013b). 
In the Wilcoxon signed-rank test, the classification performance of the 
proposed model (PIP(GraphSage)) was significantly higher than that of 
MLP, ProtoPNet(*), and PxGNN. Unfortunately, no significant differ
ences were observed between the proposed model and the other models. 
Similarly, the differences in classification performance between the 
proposed model and other implementations in ablative studies, such as 
the number of prototypes (K) in Fig. 8 and different (loss) configurations 
in Tables 4 and 5, were also not statistically significant. However, we 
observed that the proposed model consistently achieved a higher mean 
AUC with a lower standard deviation compared to the others, both in the 
classification task and in the ablative studies.

The final classification layer was applied to the prototype-specific 
similarities to calculate the output probability for a healthy control 
class, which can be considered an analogy of the sulcal pattern similarity 
index of our previous approach. The proposed model also considers the 
disease class, whereas the conventional SPA only considers the healthy 
control class. In the conventional approach, the typical subject set 
consists of typically developed subjects only, which are compared to 
individual brains to quantify how similar they are to normal sulcal 
folding patterns. However, our framework calculated the prototype- 
specific similarities using the prototypes for all classes (healthy con
trols and CHD), indicating that we considered normal and abnormal 
sulcal patterns. The use of the prototype and corresponding similarity 
index for an abnormal case (CHD in this study) promoted the inter
pretability of the analysis. Specifically, the conventional method could 
not generate representative cases of abnormal sulcal folding patterns, 
which could be learned using the proposed framework. Furthermore, 
node attributes such as the sulcal pattern area, sulcal depth, and co
ordinates of the sulcal pit were considered with optimal weights via 
trainable parameters (e.g., U1 and U2 in Eq. (3)) in the node embedding 
networks instead of the conventional approach, which uses predefined 
weights based on prior knowledge. Beyond these features, future work 
exploring the potential of additional descriptive features will help 
improve expressivity of the proposed model.

6.2. Understanding the learned prototypes

We revealed that the similarities for prototypes 1 and 4 were highly 
correlated. Moreover, healthy control subjects with higher similarities to 
these prototypes were found to exhibit relatively high similarity to 
prototype 3, while showing low similarity to prototype 2. In contrast, 
CHD patients with higher similarities to these prototypes exhibited the 
opposite pattern (higher similarities to prototype 2, and lower similar
ities to prototype 3). Based on these results, we come to the hypothesis 
that these prototypes might represent intermediate-level atypical sulcal 
patterns between healthy controls and CHD patients. For example, CHD 
patients with high similarity to prototype 4 may not exhibit severe ab
normalities in their sulcal patterns, and thus, may also show high sim
ilarity to prototype 1 (which represents the healthy control group). In 
contrast, they show relatively low similarity to prototype 3, which is 
highly representative of atypical sulcal patterns in CHD patients. Thus, 
even though these prototypes were observed to have relatively low 
similarities across both healthy control and CHD groups, they could 
contribute to more stable learning of the prototypes, allowing the model 
to account for residual patterns that are not covered by other repre
sentative prototypes (such as prototypes 2 and 3).

On the other hand, prototypes 2 and 3 showed a strong negative 
correlation, which seems to imply that two contrasting cortical folding 
morphologies might exist. In this case, an individual may tend to 
resemble one morphology while being dissimilar to the other, despite 
these patterns being located in distinct or distal regions of the cortex. 

Fig. 7. Inter-prototypical cosine similarity matrices among the learned 
prototypes from (left) the proposed method and (b) the model without an 
orthogonal term. The yellow colors in the nondiagonal elements denote that 
the corresponding prototype pairs show higher intercorrelations, indicating 
prototype collapse.

Fig. 8. Experimental results for the number of prototypes (K) for each 
class. (top) The mean and standard deviation (error bars) of AUC scores across 
10 training folds for congenital heart disease classification by varying K. 
(bottom) We also examine the number of learnable parameters (# Params, red) 
for the proposed model (PIP(GraphSage)) and average time (s) per epoch (Avg. 
Time/epoch (s), green) for each K.
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However, the fundamental concept of the quantitative sulcal pattern 
analysis, including this study, is to detect subtle and global abnormal
ities in sulcal patterns that are hard to inspect visually. The biggest 
motivation behind this is that cortical areas develop interdependently, 
with their growth related to other functional areas through optimized 
white matter connections (O’Leary et al., 2007). This aspect of inter
dependent cortical regionalization during development provides the 
rationale for using a sulcal pattern graph, which is designed to charac
terize the global patterning of primary sulcal folds (Morton et al., 2020), 
rather than focusing on the well-defined and localized patterns such as 
the power button symbol in the precentral sulcus in type 2 focal cortical 
dysplasia (Mellerio et al., 2015). However, it is still worth investigating 
these patterns. Therefore, we visually inspected the sulcal patterns using 
surface models labeled with the corresponding sulcal catchment basins 
to evaluate if there were any visible symbols or landmarks. Unfortu
nately, no visually perceptible landmarks were found in our data, as 
shown in Fig. 10. This suggests that the proposed model takes into ac
count not localized alterations, but rather subtle and complex global 
patterning, such as the interrelated arrangement of sulcal folds, to 
characterize the abnormal sulcal patterns in both disease and healthy 
control groups. Thus, the proposed approach has the potential to detect 
subtle and complex abnormalities in other developmental diseases that 
have not yet been clearly explored, even those diseases known to exhibit 
stochastic deviations from typical sulcal folding patterns without 
well-defined, class-specific atypical patterns.

6.3. Effectiveness of the PIP approach

Inverse-projection differs from the conventional prototype projec
tion mechanism in two ways: 1) projection with opposite directions is 
involved, and 2) instead of graph pooling to obtain a graph-level rep
resentation, inverse-projection directly used node-level embeddings. 
Meanwhile, the prototype vectors were trained to include information 
about specific subgraph structures, representing the most frequent pat
terns for each class, similar to Ragno et al. (2022). Training is achieved 
by comparing the node representations in the inverse-projection layer, 
which encodes information from the L-hop neighboring subgraph 
centered at the node after passing through an L-layered GNN. Therefore, 
we illustrated four distinct latent spaces for the graph-level represen
tation of the training samples for each prototype in Fig. 4. The training 
samples shown in Fig. 4 exhibit diverse patterns across the four 
prototype-specific subspaces, indicating that the prototypes learned to 

Fig. 9. Visualization of the learned prototypes (a-b) and the inter-prototypic relationships (c). The blue and red colors show the heatmaps of the inverse 
projection matrix for each prototype in healthy controls (a) and the congenital heart disease (CHD) class (b), respectively. (c) Diagonal elements showing the 
distribution of the prototype-specific similarities (gp,zp

G 
for input graph G in Eq. (8)) for each prototype p. The blue and red dots denote the individuals in healthy 

controls and the CHD class, respectively, and the asterisk (*) indicates significantly different similarity distributions for the prototypes (Bonferroni corrected P value 
<0.05 after multiple comparison correction) between the classes according to the two-sample T test. Nondiagonal elements demonstrate the joint distribution for 
each prototype pair.

Fig. 10. Visualization of left-hemispheric cortical surfaces in sample in
dividuals for (a) the healthy control group and (b) the CHD group. The 
sulcal catchment basins, derived from the sulcal depth map, are identified by 
different colors. The underlined numbers indicate the output probabilities of 
the healthy control group from the PIP, for each individual (each column). A 
lower probability value suggests that the corresponding sulcal pattern graph is 
more closely aligned with the CHD prototype, while a higher probability in
dicates stronger similarity to the healthy control prototype.

Fig. 11. Visualization of the learned prototypes for each training fold and 
their inter-prototypic similarity matrix. (left) Different colors denote 
different folds. (right) The inter-prototypic cosine similarity matrix for all 
prototypes and 10 training folds is illustrated. A darker color indicates greater 
similarity between corresponding prototype pairs.
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encode information from different class-representative subgraph 
structures.

Existing prototype-based GNNs pose significant challenges for 
learning inherently interpretable prototypes because graphs are non- 
Euclidean data with irregular and arbitrary structures and various 
permutation-invariant nodes. For example, defining graph-structured 
prototypes is challenging, given the ambiguity in determining the 
number of nodes to be utilized. However, by utilizing inverse-projection 
weights, which indirectly visualize the corresponding prototypes, the 
proposed method addresses this problem without using laborious or 
costly processes, such as the Monte Carlo tree search algorithm (Zhang 
et al., 2022) or a graph autoencoder with strict regularization (Dai and 
Wang, 2022). Thus, PIP can achieve better interpretability by incorpo
rating transparent graph-based prototypes.

Another benefit of the inverse-projection approach is that it focuses 
on more important regions. The spectral graph matching algorithm 
utilized in conventional SPA assumes equal contributions from all nodes 
(Im et al., 2011). Existing studies have considered this problem by 
replicating the SPA on parcellated sulcal graphs such as lobar areas 
(Morton et al., 2020, 2021). This approach does not directly handle the 
equal-contribution problem and can even deteriorate model sensitivity 
by decreasing the statistical power with more statistical tests. However, 
this study aggregates node representations using PIP weights, which can 
be considered an attention-based graph pooling mechanism. As the 
resulting graph representation containing information from the nodes 
exhibits high inverse-projection weights, the model can selectively 
consider the crucial nodes for each prototype. Moreover, the focal 
similarity strategy maximizes this advantage by emphasizing features 
from the selected regions while suppressing the background regions.

6.4. Differences with previous studies

Previous studies have utilized various geometric features to quanti
tatively analyze the sulcal pattern development. Multi-scale curvature 
maps were used to construct pairwise similarity matrices among healthy 
adults (Duan et al., 2019), and various geometrical features such as 
gyrification index, and sulcal area were compared between healthy fe
tuses and preterm newborns (Lefèvre et al., 2015). However, these ap
proaches are inherently limited for analyzing the global patterning of 
primary sulci, since they do not take the interrelated arrangement and 
the topological relationships of the sulcal folds into consideration. 
Although the beta variational auto-encoder proposed by Guillon et al. 
(2024) can encode relevant characteristics of folding patterns in latent 
space, the authors were interested in focusing on the local folding pat
terns of right central sulcus area, rather than the global sulcal arrange
ment. Cortical areas develop interdependently, with their growth 
related to other functional areas through optimized white matter con
nections (O’Leary et al., 2007). This aspect of interdependent cortical 
regionalization during development provides the rationale for using 
sulcal pattern graph, which is designed to characterize the global 
patterning of primary sulcal folds (Morton et al., 2020).

Although the global sulcal pattern is important for analyzing brain 
development, defining precise anatomical correspondences and 
analyzing the sulcal shapes across different brains remains a significant 
challenge due to the complexity and high inter-individual variability of 
sulcal patterns. Ono’s atlas was used to visually describe the geometric 
and topological relationships of sulcal folds by utilizing the connection 
and interruption patterns across local neighboring sulci (Kubik and 
Abernathey, 1990). More recently, we and other researchers have 
developed a comprehensive and quantitative analytic tool by utilizing 
the sulcal pattern graph with the sulcal pits and its catchment basins as 
graph nodes to consider not only the geometric features of sulcal folds 

themselves but also their intersulcal topological inter-related relation
ships (Im et al., 2017, 2011, 2013b; Meng et al., 2018; Morton et al., 
2020; Ortinau et al., 2019; Tarui et al., 2018, 2023; Yadav et al., 2023). 
However, we mentioned the inherent limitations of this approach, 
including the absence of a standard criterion for defining a typical 
reference set, time-consuming cost of graph matching, user-defined 
feature weight sets, and assumptions about uniform node distribution, 
which make the analysis less generalizable. This is why we developed a 
new deep learning framework based on prototype-based GNNs in this 
study. Through prototype learning, the calculation of the affinity matrix, 
as well as the procedures for defining a typical dataset and feature 
weight set, are no longer required. Inverse-projection of the prototypes 
also enables the model to selectively consider the crucial part. Although 
Yadav et al. previously employed a GNN-based gender classifier on 
sulcal pattern graphs, PIP is the first to develop a self-explainable GNN 
that does not require any post-hoc explanatory model, to interpret how 
sulcal patterns influence the result conditions (e.g., disease or gender).

6.5. Multicenter cohorts

We included the multicenter cohorts to provide more extensive an
alyses in this study. The multicenter cohorts used in this study have been 
examined to detect sulcal pattern abnormalities in CHD, thereby sup
porting the relevance and quality of the dataset (Maleyeff et al., 2024b). 
It was proposed that association between the sulcal pattern similarities 
and magnetic field strength did not significant (Morton et al., 2020). 
Furthermore, presence and spatial distribution of the sulcal pits have 
revealed robustness to variability in scanners and scan sessions, sup
porting reliability of sulcal pit extraction (Im et al., 2013a). Based on 
these findings, our recent study on multicenter CHD cohorts did not 
adjust field strength for their sulcal pattern analysis (Maleyeff et al., 
2024b). Our previous works on the different subset of the CHD cohorts 
used in this study showed that alterations in sulcal patterns were 
observed in whole brain regions as well (Morton et al., 2020, 2021). To 
dates, no distinct regions of abnormal sulcal patterns have been iden
tified across the different CHD subtypes. Thus, we hypothesize that the 
site effect with distinct subset of CHD do not influence the analysis in 
this study. Indeed, no remarkable bias across different sites and scanners 
was observed in the training prototypes or the corresponding sample 
embeddings, further supporting the site reliability of our approach (Fig. 
S1).

In our previous study, nominally significant associations were found 
between sulcal pattern similarity and white matter volume in the SV- 
CHD cohort, which is also used in this study (Morton et al., 2020). 
Thus, we conducted a linear regression analysis to investigate whether 
total brain volume and white matter volume are associated with the 
output of the proposed approach. The probabilities for the healthy 
control class derived from the proposed model were calculated for each 
individual and used as a dependent variable in the linear regression 
analysis. Age, sex, group (CHD vs. healthy control), and volumetric 
measurements (total brain volume or white matter volume) were 
included as independent variables. In this analysis, no statistically sig
nificant correlations were found between the output probabilities and 
total brain volume ([regression coefficient β± standard error (SE), ×
E-07]:− 1.93±0.50, P=0.70), and white matter volume ([β±SE, ×
E-07]:2.25±1.49, P=0.13).

6.6. Limitations and conclusion

The proposed method has several limitations. First, the learned 
prototypes are visualized by showing a local region that exhibits a high 
inverse-projection weight. Thus, this approach enables us to identify 
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where the class-representation patterns appear in the sulcal pattern 
graph. However, it is still unclear what type of class-representative 
patterns (e.g., abnormal patterning, such as the positioning and 
arrangement of cortical folds in patients with CHD) were embedded in 
each prototype. Future studies should develop a method to provide 
further information on the prototypes for better interpretability. Second, 
because the proposed method is based on a fully supervised framework, 
adapting our method to other disorders requires additional training and 
hyperparameter tuning, which may be laborious and time-consuming. In 
future studies, we will explore a more generalized method by incorpo
rating an unsupervised anomaly detection model to develop a 
pathology-agnostic sulcal pattern analysis framework. This approach 
may also help address the first limitation by providing a finer interpre
tation. For example, a graph reconstruction model (such as a graph 
autoencoder) trained on typical sulcal pattern graphs will learn a 
normative distribution of sulcal patterns, which will aid in providing a 
more refined interpretation of how and to what extent the node features 
align with the learned normative pattern. Thirdly, we utilized only the 
node attributes, treating their connections as binary edges. Thus the 
message-passing network used here is less capable of considering such 
complex information regarding edges. Nevertheless, we would like to 
highlight that the proposed framework is valuable for several reasons: 
(1) Firstly, there is a trade-off between the expressivity and model 
complexity. More features, such as the non-binary edge information, 
could encourage learning more expressive features in the presence of 
sufficient training data. However, the lack of training data might lead to 
overfitting and performance degradation. (2) Despite a growing number 
of efforts to leverage the edge features for graph representation learning 
(Bresson and Laurent, 2017; Gong and Cheng, 2019), message-passing 
strategies focused solely on node features are widely adopted in 
state-of-the-art GNNs, such as the benchmarkign GNNs used in our 
performance comparisons, offering advantages in terms of generaliz
ability and versatility. Finally, training on larger and more balanced 
datasets may marginally improve the classification performance of the 
proposed model.

In conclusion, we proposed a prototype-based GNN for improved 
SPA utilizing PIP for better interpretability and more sensitive analysis. 
The proposed model surpasses existing state-of-the-art models in clas
sification performance, and extensive experiments show that the model 
achieves diversity, transparency, and trustworthiness. We hope the 
proposed model will further boost research on SPA in the human cere
bral cortex.
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